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Abstract

The energy demand of the world is constantly rising due to the growing population 

and emerging technologies with higher energy requirements. To meet this demand, 

new energy sources have to be developed and existing ones have to be improved. 

A reactor based on thermonuclear fusion is considered to be a very promising can- 

didate for a solution to this problem. To create a self sustaining fusion reaction, 

extreme plasma conditions, not present on Earth or even in the Suns core, have 

to be achieved. Key plasma parameters like density and temperature need to be 

measured and controlled with great accuracy in a reactor. Therefore it is necessary 

to know the density of the plasma in the reactor. 

There are different techniques to determine the density of the plasma in a re- 

actor. The newly developed diagnostic Microwave Intensity refractometer in the 

Limiter Shadow (MILS) measures densities in the edge of the ASDEX Upgrade 

(AUG) tokamak. Through an emitter, a polarized probing wave is sent tangen- 

tially through the edge of the plasma. The wave is sent in O-mode, giving a simpler 

dispersion relation, depending on density only. By measuring the phase and power 

variation of the received signal, a radial density profile can be reconstructed. 

This work focuses on the processing and analysis of the MILS data. To make 

the processing of the data as reliable as possible, many factors influencing the 

experimental data have to be taken into account. First, possible failures of the 

electronics components have to be excluded. It was observed, that failures origi- 

nated from a high stray magnetic field in the magnetic coils closest to the MILS 

electronics. While hardware improvements helped to reduce the failures consider- 

ably, the identification of such events in the MILS data has to be done. Second, 

large signal oscillations need to be removed from the data to ensure correct density 

evaluation. Mostly such oscillations correspond to Edge Localized Modes (ELMs), 

which cause large filamentary perturbations of density in the Scrape-Off Layer 

(SOL). Smaller blobs/filaments are also present in the SOL in the inter-ELM pe- 

riods or in the regimes where ELMs are absent, and those are filtered out as well 

in the MILS raw data processing, if their amplitude and duration are beyond a 

certain threshold. During the calibration (from Volts to Degrees and dBm), the 

data is checked for deviations from the calibration curves and reasons for the de- 

viations are analyzed. The calibrated data, corrected for signal drifts induced by 

thermal expansion of the MILS in-vessel components, is compared to the synthetic 

diagnostic database and reasons for mismatches are discussed.
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1 Introduction

1.1 Fusion

1.1.1 Energy sources

The continuously growing population of the Earth and the development of more 

energy requiring technologies demand new prospects of energy production (see 

Figure 1). Energy sources such as fossil fuels cannot satisfy the needs due to 

numerous factors. They have proven themselves to be very dangerous to our 

atmosphere and the climate in general. Additionally, they will run out ultimately.

Figure 1: The worldwide energy consumption with respect to the year from 1800 to 

2021. A clear trend can be seen in the increase of the energy consumption 

and a great amount of the energy is still produced by fossil fuels. Image 

adapted from [1].

Consequently, alternative solutions must be sought to replace the substantial
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contribution of ∼ 130000TWh from carbon-based energy sources [1]. In addition 

to renewable energy sources such as wind, hydropower, and solar energy, power 

plants utilizing nuclear fusion can also contribute to the solution. A nuclear fusion 

power plant would have many advantages over renewable power plants or fission 

power plants. First, the fuel necessary for the fusion process is abundant on earth 

as Tritium can be bred directly from Lithium and Deuterium can be extracted from 

sea water. However, a competition on Lithium use has to be taken into account. 

Second, it would have almost no radioactive long-time waste compared to a nuclear 

fission power plant. Third, due to the high energy density in a fusion reaction, only 

a small amount of fuel is needed compared to carbon based energy production. To 

produce 1000MW electrical power, 2.7 ·109 kg of coal or 1.9 ·109 kg of oil would be 

needed. In a fusion power plant only 100 kg of Deuterium and 150 kg of Tritium 

could provide the same power [2]. Fourth, in contrast to renewable power plants, 

a fusion power plant is not dependent on weather or geographical location. These 

are just a few of many advantages a nuclear fusion power plant would have.

1.1.2 Thermonuclear fusion process

In thermonuclear fusion the most effective process is Deuterium Tritium fusion, 

due to its high reaction rate, relatively low temperature and high energy release.

𝐷 + 𝑇 → 𝐻 𝑒+ 𝑛+ 17.59MeV (1.1) 

Two nuclei, in this case Deuterium and Tritium, are combined and create another 

nucleus (here Helium) and other particles (e.g. neutrons). To successfully achieve 

this process, the Coulomb barrier must be overcome. To overcome this barrier, the 

atoms need high energies and collision rate to create enough reaction probability. 

The high energy is provided by a high enough temperature ≈ 100 · 106 degrees. 

Consequently, one cannot talk about the thermonuclear fusion process without 

talking about plasma physics. Plasma is a form of matter, where the electrons and 

protons move independently. From the Saha Equation

𝑛i

𝑛n

≈ 2.4 · 1021𝑇
3/2

𝑛i

𝑒−𝑈i/𝑘b𝑇 (1.2) 

the ratio of the densities of ionized atoms 𝑛i to neutral atoms 𝑛n in a gas is rising 

with the temperature 𝑇 in Kelvin [3]. Here 𝑘b represents Boltzmann’s constant 

and 𝑈i the ionization energy for this gas. Therefore, with rising temperature the 

ionization level increases, and the plasma is fully ionized at the working tempera- 

ture of a fusion power plant. 

In addition to the temperature, the density of particles has to be high to ensure 

the necessary reaction rate according to the Lawson criterion

𝑛 · 𝜏E > 5 · 1020m−3s (1.3)
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at 𝑇 = 15 keV [4], where 𝜏E is the energy confinement time. 

As mentioned before, not every interaction between nuclei results in a fusion 

process. Therefore, the hot plasma has to be confined. If not confined, the created 

plasma would cool down and scatter immediately. There are different possibilities 

to achieve confinement, among which magnetic confinement is the most advanced 

approach.

1.1.3 Tokamak principle and ASDEX Upgrade

One possible configuration to achieve magnetic confinement is a tokamak. The 

word itself comes from a Russian acronym and translates to toroidal chamber with 

magnetic coils. The total magnetic field necessary for the confinement consists 

of different magnetic fields. A toroidal magnetic field is produced by toroidal 

field coils around the vessel (see Figure 2). The inner poloidal field coils function 

as a primary winding of a transformer and the secondary winding is the plasma 

itself. A current in the plasma is induced which creates the poloidal magnetic 

field. Those two fields result in twisted, helical magnetic field lines, permitting 

the compensation of the vertical drift. To ensure a stable plasma configuration, 

an additional vertical magnetic field component is necessary [4].

Figure 2: Left: the main structure of a tokamak is pictured. Right: a poloidal 

cross section of the tokamak with the magnetic field configuration and 

the last closed flux surface (separatrix). Figure taken from [5].
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In the right part of Figure 2, a poloidal cross section of a tokamak can be seen. 

In gray, closed flux surfaces are shown. They are defined by �⃗� · �⃗� = 0, where �⃗�
is the magnetic field and �⃗� is the normal of the flux surface, meaning the mag- 

netic flux passing through the surfaces is zero. The last closed flux surface is 

called separatrix and separates the region with closed magnetic field lines from 

the one with open ones. The flux surfaces can be determined by calculating the 

Magneto-Hydrodynamic (MHD) equilibrium �⃗� × �⃗� = ∇⃗ 𝑝 [4], automatically yield- 

ing �⃗� · ∇⃗ 𝑝 = 0. This is important because it shows that flux surfaces are surfaces 

of, for example, constant pressure. It is then practical to introduce a normalized 

radius coordinate 𝜌 that is dependent on the flux surfaces. The radius can be de- 

fined by a parameter, that is constant along a flux surface, for example the poloidal 

magnetic flux, giving 𝜌poloidal =
√
ΨN, where ΨN is the normalized poloidal flux. 

Respectively the normalized radius is one at the separatrix and zero at the plasma 

magnetic axis. Further plots in section 2.2 will use the normalized radius. 

As the internship work used data from ASDEX (Axially Symmetric Divertor EX- 

periment) Upgrade (AUG), some of its characteristics are provided. The tokamak 

began operating in 1991 in Garching near Munich and has a major radius of 1.6m, 

produces a magnetic field of up to 3.2T and has a pulse length of up to 10 s [6]. 

It was designed to operate in the divertor configuration as this enables to reach 

the High confinement mode (H-mode) (as the one shown in Figure 2 on the right). 

The operating modes influence plasma parameters like the density or the confine- 

ment time significantly. For example, the energy confinement time is significantly 

enhanced for the H-mode in comparison to the L-mode (Low confinement time).

1.2 Density measurements in a tokamak

It is important to know the density distribution in a tokamak as it is one of the 

key factors for the fusion performance. This work deals with measurements of the 

radial density profile of the plasma edge. 

There are different ways to extract information about the plasma density in 

the pedestal and SOL (plasma edge). In AUG, the most commonly used diagnos- 

tics for measuring edge density are Lithium/Helium-Beam Emission spectroscopy 

(BES) and Langmuir probes (LP) [7] [8] [9]. 

Li-BES/He-BES inject neutral Lithium/Helium atoms into the plasma. The atoms 

get excited through collisions with electrons and emit light. The line emission in- 

tensity of the excited atoms is measured. The plasma temperature and the electron 

density can be calculated from the measurements.
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A Langmuir probe is an electrode inserted into the plasma. The voltage 𝑉 of the 

electrode is swept and the corresponding current 𝐼 is measured. The characteristic
𝐼(𝑉 ) curve yields information about the electron and ion density. 

Additionally, in 2019 a novel diagnostic called Microwave Intensity refractome- 

ter in the Limiter Shadow (MILS) has been introduced. It will be explained in 

detail in section 1.3. 

For the different diagnostics, measurements parameters differ considerably, in par- 

ticular time resolution, accessible density range, radial span of the profile and 

location of the measurements. For MILS, the time resolution for the presented 

data is 5𝜇s (data acquisition is done at 10 times higher rate, but downsampling 

is applied in the current analysis), whereas He-BES and Li-BES are done with 

both 1 and 10ms time resolution, LP with 0.5ms. The values correspond to time 

interval values to achieve high enough signal to noise ratio. 

MILS is able to diagnose densities ∼ 5 cm around the limiter with densities from
1015m−3 to ∼ 1019m−3. He-BES measures from inside the confined region up to
1.5 𝑐𝑚 before the limiter, but densities below 1018m−3 are not measurable. The 

diagnostic is aimed for densities up to 4 · 1019m−3. Li-BES targets densities down 

to 5 · 1017m−3 up to 2 cm in the limiter shadow. For LP, data beyond 3 cm in the 

limiter shadow was excluded, but no lower limit for the density is given.

1.3 Microwave Intensity refractometer in the 

Limiter Shadow

1.3.1 Theoretical basis of the diagnostic

Microwave Intensity refractometer in the Limiter Shadow (MILS) is the first ex- 

perimental implementation of a novel diagnostic technique called intensity refrac- 

tometry (Figure 3) [10]. The electron density is measured by sending a wave in the 

’ordinary’ mode (O-mode) through the edge of the plasma. The O-mode polariza- 

tion is achieved by sending the wave perpendicular to the background magnetic 

field, meaning �⃗�⊥�⃗�, where �⃗� is the wave vector and �⃗� is the total magnetic field. 

The electric field �⃗� of the wave must be parallel to the background plasma mag- 

netic field �⃗�, meaning �⃗� ‖ �⃗�. The dispersion relation for the O-mode is

𝑛2 = 1−
𝜔2 

p

𝜔2
(1.4)
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where 𝑛 is the refractive index with 𝑛 = 𝑐|�⃗�|
𝜔
, 𝑐 being the speed of light and 𝜔 the 

angular frequency of the wave. 𝜔p =
√︁

𝑛e𝑒2

𝑚e𝜖0
is the plasma frequency with electron 

density 𝑛e, elementary charge 𝑒, electron mass 𝑚e, and vacuum permittivity 𝜖0 [3]. 

It can be seen that the refractive index depends only on the electron density and 

therefore this mode is appropriate for measuring density.

Figure 3: Left: MILS setup inside AUG. Right: a full-wave simulation of the prop- 

agation of MILS probing wave in the plasma, its refraction from the 

high-density region on the left and its interference at the receiver an- 

tenna. Figure taken from [11].

In case of oblique incidence, the wave reaches a turning point, which corresponds 

to the deepest wave propagation in the radial direction, defined by

𝑘2

𝑘2 

0

=
𝑘2 

r + 𝑘2
𝜃

𝑘2 

0

= 1−
𝜔2 

p

𝜔2
(1.5)
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with a turning point at 𝑘r = 0 and density defined from 𝜔2 · (1− cos2(𝜃)) = 𝜔2 

p, 

with 𝜃 being the angle between the wave vector �⃗� and the MILS axis. 

Thus when the grazing angle is reached (𝜃 ∼ 0) the density at the turning point 

becomes very small 𝑛turning → 0. This explains why MILS is well adapted to probe 

the far plasma edge with microwaves. 

The microwave is sent at 47GHz through a horn antenna into the toroidal cham- 

ber. The wave is received by an identical antenna. The left side of Figure 3 shows 

the two horn antennas in the torus. The quantities measured and used for the 

reconstruction of the density profile are the phase and the power of the received 

wave. More information about these quantities will be given in subsection 1.3.2. 

The wave going through the plasma is always compared with a wave going through 

vacuum. Therefore, only values relative to each other are measured. 

The right side of Figure 3 shows the MILS probing wave propagation in the 

plasma, modelled in a 3D full-wave synthetic diagnostic in COMSOL [10]. Not 

only the waves traveling on a straight line between the antennas are able to reach 

the receiver but also waves that are refracted from denser parts of the plasma. 

The measurement region of MILS depends on the density of the plasma and it 

is up to 5 cm before and up to 5 cm after the limiter. Electron densities in the 

range from 1015m−3 to ∼ 1019m−3 can be probed in the plasma edge. The lower 

boundary is due to the fact that the change in phase is not measurable below a 

certain threshold. The upper limit is defined by the diagnostic design parameters, 

in particular the location and the radiation pattern of the emitter and the receiver 

and the probing wave frequency. 

Due to its high temporal resolution, MILS can detect fast density fluctuations, 

which can be caused by ELMs or filaments [11]. ELMs are peeling-ballooning 

MHD instabilities, formed in the pedestal region of the plasma and propagating 

outwards in the SOL in the shape of cylindrical structures with increased density 

and temperature elongated along the magnetic field. They appear in the high 

confinement mode. They can negatively influence the performance of a fusion 

reactor as they could decrease confinement time and damage wall components. 

Filaments (blobs) are elongated cylindrical formations of denser and hotter plasma, 

similar to the ELMs in the SOL, however typically smaller in size and with lower 

density and temperature.
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1.3.2 Experimental Setup

The MILS diagnostic is located in Sector 12 in AUG. A radial-poloidal cross section 

can be seen in Figure 4.

Figure 4: A poloidal cross section of AUG, showing the MILS diagnostics coordi- 

nates. The MILS axis is marked in red.

The setup inside the torus can be seen in Figure 3. The shown configura- 

tion, with the axis length of 429.1mm, was used in two AUG experimental cam- 

paigns, in 2019/2020 and 2020/2021. The configuration is called MILS 1.0. For 

the third campaign in 2021/2022, the receiver antenna was slightly shifted and 

slightly turned towards the plasma, referred to as MILS 1.1. It allowed comparing 

measurement properties of the diagnostic for different configurations. A thermal 

shield was installed before the 2020/2021 experimental campaign to minimize the 

thermal expansion of the diagnostic in-vessel parts, which was observed to influence
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the signal. (Figure 5).

Figure 5: On the left side of the figure the MILS diagnostic is shown as used in the 

year 2020. From 2021 on, a thermal shield has been installed to reduce 

expansion of the waveguides, as can be seen on the right side. Figure 

taken from [12].

The antenna holders are connected to the cooling frame of the ICRF (ion cy- 

clotron range of frequencies) antenna, ensuring that the emitter and the receiver 

positions are well fixed and cannot drift due to thermal expansion. 

In Figure 6 the electronic scheme of the MILS diagnostic is shown. The signal 

is generated at the Kuhne MKU LO 8-13 PLL at 11.736GHz and 20mW. This 

frequency is chosen so it can be transmitted via coaxial cables with SMA connec- 

tors. Two Kuhne MKU 47 G2 transverter modules, visible as "f x 4", are used 

as Transmitter and Receiver. The frequency of the signal is multiplied by four 

in these modules, resulting in 46.944GHz. Additionally 145MHz are fed into the 

Transmitter resulting in an intermediate frequency of 47.089GHz sent through the 

plasma. This signal is generated by the dual channel signal generator Siglent SDG
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6022X. The modulation and detection of the signals is also done at 145MHz. 

One signal goes through the "vacuum path" directly from the transmitter to the 

phase detector, giving a reference signal. The second signal is sent through one 

of the antennas, probing the plasma, and is then collected by the other antenna. 

This is the so called "plasma path".

Figure 6: The electronic scheme of the MILS diagnostic. It is further described in 

the text. Figure taken from [12].

Two quantities of the received probing wave are measured, the power and the 

phase. For the phase, a relative value is measured between the "plasma path" and 

the "vacuum path". To enable a measurement of the phase differences of up to 

360°, the received wave is split into two parts, where one undergoes a phase shift 

of 90° in the employed detector (Figure 7). 

The power sent at the antenna through the plasma is about 1mW. The power 

received varies very much depending on the density as can be seen later in chap- 

ter 2. In the 2021/2022 experimental campaign, the receiver antenna was tilted 

towards the plasma and therefore much higher values of power were measured in 

this campaign. The power sent through the vacuum path is set to 0.03mW, being 

equal to the vacuum power level of the plasma path.
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Figure 7: The calibration curves for the different signals. A phase shift of 90° is 

done in (a) to ensure the possibility to measure a phase differences of 

360°. In (b) the respective curves for the power U1 and U2 is shown. 

Figure taken from [12].

MILS measures four different signals, PH1 (phase of the signal in the plasma 

path), PH2 (shifted phase of the signal in the plasma path), U1 (power of the 

signal in the vacuum path) and U2 (power of the signal in the plasma path). 

The correspondence of the raw data in 𝑉 to the absolute values of phase in deg 

and power in 𝑑𝐵 𝑚 can be seen in the calibration diagrams in Figure 7. In most 

of further applications, the measured power is set relative to the vacuum power, 

meaning 𝑃
𝑃vac

.
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An example of how these signals can look during a plasma discharge can be seen 

in Figure 8

Figure 8: An example of the measured signals during a given plasma discharge 

40973. The plasma current is visible in the top.

In the top of the figure the plasma current can be seen with a stable plateau 

from ∼ 1 s until ∼ 8.5 s. During this main phase, a slow density evolution as 

well as fast oscillations are observed by MILS. Both power and phase are affected 

significantly by the density changes. 

After collecting PH1, PH2, U1 and U2, which are referred to as raw data, the 

data is processed (section 2.1). After processing the raw data, it gets calibrated 

(subsection 2.1.3) and then processed again (section 2.2). With this final data, 

density reconstruction can be done.

1.3.3 Density reconstruction

In some cases, direct correlation between the measured quantity and the desired 

quantity is given. Regarding MILS, no direct connection between phase and power 

of a microwave and the density is known. Therefore, to be able to reconstruct a 

density profile from experimental points, forward modeling is needed beforehand. 

Since this is a novel diagnostic, data interpretation was developed from scratch. 

The forward model is done as full-wave 3D modeling in COMSOL commercial
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software [10] [13]. 

In the model, the exact geometry of the MILS horn antennas and their location 

is implemented (see Figure 3). The plasma is described in the cold plasma ap- 

proximation [14]. In the experiment, the density varies in all three dimensions. 

The model is capable of using 3D input density. However, for simplicity some as- 

sumptions are made. The first assumption is a constant density profile along the 

magnetic field lines. This is valid for this application as the size of the measure- 

ment region in this direction is small and parallel transport in the SOL is typically 

many orders of magnitude higher as cross-field transport [15]. Second, in poloidal 

direction, the density is assumed constant along the flux surfaces, and the exper- 

imental flux surfaces are closely represented by circular shape in the model. The 

third assumption for modeling is an exponentially decaying density profile shape 

in radial direction with different slopes before and after the limiter. It is shown in 

Figure 9.

Figure 9: The radial plasma density assumed for the modeling. Before and after 

the limiter an exponential decay of the electron density is presumed, 

being only different in the slope. The y-axis is plotted logarithmically. 

Taken from [10].

In the model, the density input is varied within the range of typical values 

observed in AUG. Different densities result in different values of phase and power, 

which can be observed in Figure 10. The whole set of modeled cases constitute the 

database, which then can be used to obtain density values from phase and power 

measured in the experiment.
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Figure 10: The dependency of the ratio of power from phase difference as a result 

from the modeling approach for MILS 1.0. The different colors indicate 

different densities at the limiter. Taken from [10].

A specialized algorithm called genMILS [10] is introduced to reconstruct a den- 

sity profile. It takes modeled points in the range of 3𝛿 𝜙 and 3𝛿 𝑃 next to ex- 

perimental points, where 𝛿 𝜙 and 𝛿 𝑃 are error bars for the experimental points. 

Each chosen point is assigned a weight defined as the Akaike weight [16] under 

the assumption of Gaussian distribution of 𝛿 𝑃 and 𝛿 𝜙. The Akaike weight 𝑤 is a 

measure that quantifies the relative likelihood of different models being the best 

fit for a given set of data. In our case it is defined as

𝑤 = 𝑒𝑥𝑝

⎛ ⎜⎝−(𝜙− 𝜙input)
2

2𝛿 𝜙2
−

(︁
𝑃−𝑃input

𝑃input

)︁2

2𝛿 𝑃 2

⎞ ⎟⎠ . (1.6) 

The density profile is determined by calculating the density at several radial 

points independently by the equation

𝑛e =

∑︀
𝑖 𝑛e𝑖 × 𝑤𝑖∑︀

𝑖𝑤𝑖

, (1.7)

𝑛e𝑖 being the density value at a specific radial position in the profile 𝑖 and 𝑤𝑖 the 

weight of this profile. For each radial point the corresponding error is also calcu- 

lated independently.
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In Figure 11 a few example points are taken for density reconstruction. For every 

point marked in black, the surrounding points selected for density reconstruction 

are shown in color corresponding to their weight. In this example, 𝛿 𝜙 = 1 and
𝛿 𝑃 = 3% are taken as representative for the expected order of magnitude. The 

results for the density profiles are shown in Figure 12. The variation of the error 

is between 5% and 15% in this example.

Figure 11: The database gained from modeling in grey with a few points marked in 

black taken as input points for density reconstruction. Different density 

profiles surrounding the input points are contributing with different 

weight to the resulting density profile. Taken from [10].
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Figure 12: Several example radial density profiles obtained for some of the input 

points in Figure 11. Taken from [10].

1.4 Motivation and work structure

As mentioned before, densities in the limiter shadow and in the few 𝑐𝑚 in front 

of the limiter are often poorly diagnosed. MILS allows obtaining measurements of 

the electron density in this region, with high temporal resolution and good accu- 

racy [10]. In order to reconstruct the density profile from experimental signals, a 

reliable data analysis algorithm has to be established and validated. The presented 

work focuses on the validation and improvement of the data processing techniques, 

used for MILS experimental data and partially described in [12] and presented in 

details here. 

There are different factors that can distort MILS data or lead to the need of 

special processing of the data:

� Power outage due to high stray magnetic field close to MILS electronics

� Large density fluctuations

� Signal drift during a discharge due to thermal expansion of in-vessel waveg- 

uide parts 

In some cases, a large current in specific coils leads to power outages of the 

MILS power supply. These outages have be identified and cut from the signals
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(see subsection 2.1.1). 

In order to ensure correct evaluation of the density in the presence of large den- 

sity perturbations (ELMs and large filaments), these perturbations are carefully 

removed from the signal with an algorithm described in subsection 2.1.2. During 

the calibration of data an analysis for the phase measurements in respect to the 

calibration curves is done (subsection 2.1.3). 

It was found that heat loads from the plasma lead to thermal expansion of some of 

the in-vessel components of MILS. MILS signal drifts due to this expansion have 

to be corrected. This is further explained in subsection 2.2.1. 

Afterwards the calibrated and processed experimental data is compared to the 

database of a MILS synthetic diagnostic. Potential discrepancies between the re- 

sults will be discussed in section 2.4.

17



2 Data Processing and Analysis

In this chapter the processing of the raw signals is described. Afterwards the 

calibration of data and the further processing of the calibrated data is presented. 

A comparison between experimental and synthetical values is done and finally 

a density reconstruction from the calibrated data is depicted with comparison to 

other diagnostics. Only parts of the signals during stable plasma current conditions 

are taken into account for the further data processing and analysis.

2.1 Processing of raw data

The four different signals (two phase signals PH1 and PH2 and two power signals 

U1 and U2), introduced in subsection 1.3.2, are collected in Volts coming directly 

from the MILS detector. 

The data acquisition was done at 2MHz throughout the different experimental 

campaigns. Until the middle of the 2021/2022 experimental campaign (until the 

shot 40652), the signal detection included a 100 kHz lowpass filter, which reduces 

the meaningful range of the frequencies in the signal to 200 kHz. Therefore, the 

data is downsampled by a factor of 10. For the shots from 40652, in this work 

the same downsampling is applied as well, to reduce data processing time without 

consequence on the actual MILS measurement.

2.1.1 Power outages

As briefly mentioned before, it was noticed that some electric components switched 

off in some plasma discharges, when high stray magnetic field was present. Looking 

further into detail, the DC-DC converters in the Kuhne MKU 47 G2 transverter 

modules tripped, if the current in the AUG V3 coils, which are closest to the 

MILS electronics, exceeded a certain level. Temporal loss of the MILS signal was 

the consequence. It is visible in the signals as a prolonged drop of power to a 

very low constant level (see Figure 13). To prevent further incidences, the DC-DC 

converters were bypassed and the supply voltage was changed from 12 − 14V to
5.2V, as instructed by the manufacturer [12].
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In order to ensure the use of the unaffected parts of the signal for data analy- 

sis, discharges with power outage had to be identified and the parts of the signals, 

where the power dropped, had to be removed. An algorithm was created to check, 

if the mean value of power dropped below 0.6V for a period of at least 5ms. The 

algorithm removes these parts with a constant buffer of 1ms before and 10ms after 

the found region to make sure to remove all the affected data, also in transition 

regions. The values were chosen to make sure that the drop was not the result of 

fast density changes.

Figure 13: A drop due to power outage is visible in the raw U2 signal of discharge 

37644. It corresponds to power outage due to high stray magnetic 

field close to MILS electronics. The data removed is visible in red, the 

remaining data in blue.
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2.1.2 Removal of ELMs and oscillations

Accurate removal of ELMs and oscillations, induced by drastic transient changes 

in the density profile, from the MILS signals was a major focus of this work. ELMs 

are observable in the MILS signals as large and fast oscillations in both phase and 

power, which are followed by the signal going back to the pre-ELM level after the 

ELM has passed. Both can be seen in Figure 14. The observations show, that 

MILS is able to follow the ELM time-evolution in phase and amplitude. However, 

these perturbations need to be removed to ensure a meaningful background density 

profile reconstruction. At the same time, MILS signals are very sensitive to changes 

in the density profile and therefore it is possible to study those changes in more 

detail. This work however will not focus on their analysis. However, not in all 

discharges ELMs are as clear as in Figure 14. Figure 15 shows an example of a 

discharge with many oscillations in a small time window. The algorithm described 

below is applied to all type of ELMs in the same way. Its validity for different 

types of oscillations is discussed afterwards.

Figure 14: Time interval of 3.7 s to 3.9 s of the PH2 signal of discharge 39900. 

This shot is a H-mode with type-I ELMs. The ELMs are visible in the 

signals, one of them marked in red. An example of Inter-ELM filaments 

is marked in magenta.
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Figure 15: The figure shows the PH2 signal of discharge 38980 from 5.2 s until
5.4 s. Many oscillations are visible, which makes the detection of ELMs 

and filaments more difficult.

The algorithm removing ELMs and fast oscillations consists of several parts. 

The first processing step is based on a signal called "ELM", that contains infor- 

mation about the timestamps of the ELMs during plasma discharges. The timing 

of ELMs in the "ELM" signal is calculated based on the currents measured by 

shunts in the divertor of AUG, and in some cases bolometer measurements are 

used. The algorithm used to detect the ELMs is based on a method called auto- 

matic multiscale-based peak detection (AMPD) [17]. However, in this work it was 

observed that this processing step does not allow complete detection of all ELMs 

and their full duration. Very often only part of the perturbations were found. 

Therefore, a constant buffer of 0.1ms before and 0.3ms after the initial ELM time 

was introduced. The parameters were found empirically, looking at different dis- 

charges. The constant buffer worked well for many discharges, but not for all (see 

Figure 16). It is visible that the constant buffer helped, but was not sufficient 

enough to identify the whole perturbation.
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Figure 16: The signal PH2 in specific time window of discharge 39820. In this 

discharge, the cutout with a constant buffer is not reliable enough, as 

part of the perturbations remain in the signal.

Therefore, a second part of the ELM removal algorithm was developed, in ad- 

dition to this constant buffer, a variable buffer was created. It is based on the 

derivative of the signal before and after an ELM. Four time intervals of 0.5ms be- 

fore and after the ELM with constant buffer are analyzed by going from the closest 

to the farthest. If the absolute value of the mean derivative is above 0.0013 V
s
in 

one of the four intervals, the cutout is extended to include the part up to this 

interval. A figure of the mean derivative in the intervals is shown in Figure 17. 

In this case, the cutout would be extended to the last interval, as the last mean 

derivative is below the lower threshold.
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Figure 17: The time derivative of PH2 with respect to the time. The threshold for 

the algorithm is marked in magenta, the mean time derivative for the 

single intervals is marked in blue.

After applying the algorithm (Figure 18), most parts of the ELMs are detected 

correctly. 

Naturally, this algorithm does not work perfectly for every shot, as it depends on 

how well the initial ELMs are found in the "ELM" signal, that is used. Additionally 

it depends on the ELM properties, like duration and frequency. Especially for 

discharges with small ELM duration in a very short period of time the algorithm 

removes too much data. Therefore it can be improved by making the length of 

the time intervals or the amount dependent on the initial ELM length or ELM 

frequency. This is not part of this work and needs to be investigated further.
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Figure 18: The same data as in Figure 16, but after applying the algorithm based 

on the derivative of the signal. Most of the perturbations are detected 

correctly.

While the described first two steps of the ELM removal algorithm allow sufficient 

processing in most of the discharges, it was noticed that not for every discharge 

with useable MILS data ELM data is available. For this reason the third part 

of the algorithm was created. It splits the data into 𝑖 intervals of length 20ms, 

calculates the mean value 𝜇𝑖 and the standard deviation 𝜎𝑖 and removes points 

which are outside 𝜇𝑖±2.5𝜎𝑖. This time window size is chosen long enough to make 

sure that the mean value is not dominated by strong oscillations but rather by 

the background signal. The 2.5𝜎 criterion is commonly used when removing fast 

oscillations [18]. This part of the algorithm is applied to the discharge even if 

the "ELM" shotfile is available. This ensures the removal of large oscillations and 

parts of ELMs that are not detected in the "ELM" shotfile. 

An example of a final result of raw data after the three steps of the ELM re- 

moval algorithm can be seen in Figure 19. The different algorithms are applied to 

PH1, PH2, U1 and U2 individually, but to ensure the further use of the signals, the 

cutout is synchronized after each algorithm. Synchronization is done by cutting 

the same data points automatically from all signals, if they are removed in any 

signal. 

A discharge, where no "ELM" signal is available and only the third part of the
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Figure 19: Time interval of 3.7 s to 3.9 s of the PH2 signal of discharge 38186. 

Data that is cut from the original signals is highlighted in red, the 

remaining data in dark blue. Here, only the third part of the ELM 

removal algorithm can be applied.

ELM removal algorithm is applied, can be seen in Figure 20. As can be observed, 

many parts of the signal, which normally would be counted as an ELM, are not 

entirely removed from the signals. In this particular case, the density perturba- 

tions are very fast. 

It can be said that, when only the third part of the algorithm is applied, fast 

oscillations are cut correctly. However, the removal of bigger perturbations like 

ELMs is not entirely possible, as the third part of the algorithm would only remove 

the upper part of the ELM and not the whole perturbation. If necessary, the third 

part of the ELM removal algorithm could be combined with the second part of the 

algorithm to check intervals around the cut-out fluctuations.

2.1.3 Calibration and analysis of raw phase signals 

correlation

In order to obtain the absolute values of the measured phase and power variation, 

a calibration to phase in degrees and power in decibel-milliwatts (dBm) has to 

be done. The power, measured in Volts, is converted to dBm with a linear fit
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Figure 20: A small time interval of the PH2 signal of discharge 38186. Data that 

is cut with the third part of the algorithm is highlighted in red, the 

remaining data in dark blue. Strong oscillations are removed.

(bottom part of Figure 7). The values of the phase in degrees are obtained by 

using both the PH1 and PH2 signals. The non-linear "corner" regions are avoided 

and only the linear parts of the calibration curves (Fig. 7b) are used for the phase 

evaluation. The error in power can only be characterized by the noise level in 

the vacuum signal. It was found to be 1.7mV, which corresponds to 0.8%. The 

estimation of the error in phase is described below. 

During the phase calibration process, it was noticed that some data cannot be 

recalculated unambiguously from PH1 and PH2 to values in degrees. While both 

PH1 and PH2 values should correspond to the same value in degrees, various noise 

sources distort the PH1 and PH2 signals in different ways, which lead to discrep- 

ancies between them. 

This can be illustrated in a PH2-PH1 plot, where the calibration curve shows the 

line, on which all the measured values should lie in the absence of any distortion, 

and the experimental data exhibits deviations from this curve (Figure 21). From 

the experimental data, it was observed that most of the points lie within the de- 

viation of 0.02V, corresponding to 2°, which defines a typical value of the phase 

error. Points that deviate more than this value, are considered to be out of range 

or ’outliers’. The error is caused by several factors, including noise in cables and 

electronics, ICRH power and density perturbations like ELMs or filaments. Some
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of the factors are analyzed below. 

First, the influence of the density perturbations is studied. In Figure 21, an ex- 

ample of PH1 and PH2 data from one AUG discharge is shown before and after 

applying the ELM removal algorithm (all three parts of the algorithm applied). 

Before ELM removal, the percentage of points out of range was 0.53%, which de- 

creased to 0.15% after applying it. After analyzing many shots, it was observed 

that perturbations in density cause points out of range.

Figure 21: A comparison between the data in respect to the calibration curve be- 

fore and after applying the different algorithms. The blue points show 

the data in the errorbar range of the calibration curves. The black 

points indicate the data out of range before applying the algorithm and 

the red points the remaining data out of range after applying the algo- 

rithm.

Most of the black points, that are points out of range, are removed with the 

algorithm. However, it has to be said that not only points out of range are removed 

with the algorithm, but also points that are next to the calibration curves. In most 

cases, the percentage of points out of range dropped nevertheless or stayed at least 

almost constant.
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On the other hand, one has to differentiate between discharges that go through 

each step of the ELM removal algorithm or discharges, where only the 2.5𝜎 cri- 

terion is applied. The discharge in Figure 21 undergoes all steps in contrast to 

Figure 22 , where only the last part of the algorithm is applied.

Figure 22: The colors indicate the same as in Figure 21. Here, the removal works 

pretty well, even though this discharge only goes through the third step 

of the ELM removal algorithm.

Nevertheless, it can be noticed that the amount of points out of range decreased 

significantly. This is due to the fact that points far from the calibration curve 

are often found in spikes in the signals, which are removed with the third part of 

the ELM removal algorithm. In this case, the percentage of points out of range 

went from 9.03% to 8.97%, yielding again that not only points out of range are 

removed. On both Figure 21 and Figure 22 points out of range, marked in red, 

remain. These remaining points are now analyzed in the following. 

Not all points too far from the calibration curves correspond to ELMs or os- 

cillations. It was observed in many cases, that outliers from the PH2 over PH1 

calibration curve correlate with the ion cyclotron resonance heating (ICRH) power. 

When a certain threshold of power was reached, the ICRH caused points far from 

the calibration curve. However, it was not possible to find a clear value for this 

threshold. The correlation between the quantities observed during a discharge can
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be seen in Figure 23. The reason for this correspondence most likely is the phasing 

of the ICRH antennas. In the time intervals, that correspond to the points out of 

range, the phasing, which is further explained in section 2.4, was different then in 

the other time intervals, where no outliers are present. In the time intervals with 

no points deviating the phasing was set to dipole phasing, meaning the current in 

the neighbor antennas straps is in opposite direction, which minimizes effects on 

the plasma near the limiter [22].

Figure 23: A comparison between the remaining points out of range and the ICRH 

power. Very good correlation can be seen between the signals.

A possible improvement on discharges, where the "ELM" signal is not available, 

could be done by applying the second part of the ELM algorithm after the removal 

of peaks and strong oscillations. This would remove further steep parts of the 

signals next the already removed peaks. This idea can be considered for future 

improvements.

2.2 Processing of calibrated data

After the phase and power signals are calibrated to the absolute values, further 

processing is required before density reconstruction can be done. The process- 

ing contains the consideration of the expansion of the in-vessel components and 

the correction of the associated effects. Additionally, errors caused by the data 

processing described in this section, are evaluated and summarized in section 2.3.
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2.2.1 Thermal expansion

The most influential factor for the processing is the signal drift during a discharge, 

caused by the thermal expansion of the in-vessel parts. It depends mostly on the 

total energy radiated during a plasma discharge as found in [12]. Both the phase 

and power show almost a linear dependency on the radiated energy, as can be 

seen in Figure 24. As already mentioned in subsection 1.3.2, a thermal shield 

was installed between the 2019/20 and 2020/21 experimental campaigns. This 

reduced the thermal expansion and consequently the phase and power drift. The 

phase drift diminished by the factor 2.6 and the power drift by 2.3 [12].

Figure 24: Example of one of the phase signals during a plasma discharge. An 

almost linear correction due to the thermal expansion can be seen. 

Taken from [12].

For the correction of the drift, several quantities have to be computed. First 

of all, the total drift has to be known. It is determined by subtracting the phase 

or power after the plasma discharge from the ones before the plasma discharge. 

The signals before the discharge are easily calculated by taking the mean value of 

the signals 0.2 s before the plasma current rises. Finding the point in time after 

the discharge is not as trivial and is described in more detail in last part of this 

section. After finding the point in time after plasma 𝑡ap, an average of the signals 

over 𝑡ap+0.1 s is taken. To find a time dependent correction of the drift, an linear 

dependency of the drift in respect to the radiated power is assumed. The linear 

function can be written as

𝜙corr(𝑡) =
𝜙drift ·𝑄cum(𝑡)

𝑄rad

(2.1)
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where 𝜙corr(𝑡) is the time dependent drift, 𝜙drift the total drift, 𝑄cum(𝑡) the time 

dependent cumulative radiated energy and 𝑄rad the total radiated energy during 

the whole discharge. As the real dependency of the drift on the radiated energy 

might not be linear, an error in phase 𝛿 𝜙drift(𝑡) and power 𝛿 𝑃drift(𝑡) is introduced 

as a function of 𝑄rad based on the RMS of the residuals. It resulted in an error 

up to 10°in phase and 5% in power before and 3°and 2.5% after installation of the 

thermal shield. 

As mentioned above, finding the point in time labeled as ’after plasma’ 𝑡ap, is 

not easy. For this, four different criteria are applied sequentially. First, the decay 

of the plasma current is taken to determine an initial time. The point where the 

current first drops below 0.05 · 105A is taken. Second, the current of the nearest 

magnetic field coil COIo has to be low enough as it disturbs MILS measurements. 

Third, any oscillations caused by any other factors are checked. If the oscillations 

are too high in amplitude, the 𝑡ap is shifted until the oscillation amplitude are below 

a certain threshold. Fourth, it is checked that also no slow variations remain in 

the signal, so the signal mean ahead of 𝑡ap has to be constant within 0.05 s.

2.3 Errors in phase and power

To further use the calibrated data for density reconstruction, the errors in phase 

and power have to be known, to calculate the errors in the density. There are a 

few factors that contribute to an error in phase and power, which are summarized 

here. 

First, a noise level of 2°, was observed during the calibration of the phase raw data, 

which can be caused by several sources as described in subsection 2.1.3. For the 

raw power data, only the level of the noise in vacuum can be defined, which was 

found to be 0.8%. 

Second, it was noticed that the error in phase 𝛿 𝜙diff rises drastically when relative 

power levels below 0.05 are reached. In this case, only a small part of the probing 

wave is detected by the receiver and noise dominates the signal. Therefore, a broad 

variety of phase values are possible at low power level and such data cannot be 

used for the density reconstruction. 

The last part of the error in phase and power, as mentioned before, come from the 

correction for the phase and power drift 𝛿 𝜙drift(𝑡) and 𝛿 𝑃drift(𝑡), which are time 

dependent because the radiated energy is time dependent. The formulas for calcu- 

lating the errors in different campaigns are 𝛿 𝜙drift = 0.17𝜙drift, 𝛿 𝑃drift = 0.0096𝑃drift

for the 2019/2020 campaign and 𝛿 𝜙drift = 0.125𝜙drift, 𝛿 𝑃drift = 0.0109𝑃drift for the 

2020/2021 campaign, where 𝜙drift and 𝑃drift represent the total drift. This cor- 

responds to values up to 10°and 5% in power for 2019/2020 and 3°and 2.5% for
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2020/2021. 

The total error of the calibrated data that is used for density reconstruction is the 

addition of the errors mentioned above, meaning 𝛿 𝜙final = 𝛿 𝜙noise + 𝛿 𝜙drift(𝑡) and
𝛿 𝑃final = 𝛿 𝑃noise + 𝛿 𝑃drift(𝑡). 

Some other sources of errors, like microwave radiation from plasma, were also an- 

alyzed but were found to be negligible [12]. 

An additional error that is not taken into account yet is introduced by the ELM 

removal algorithm itself. If the data used for the density reconstruction is aver- 

aged over a time period, an additional error should be taken into account, which 

depends on the level of the signal oscillation in this time window. A character- 

istic value for the signal oscillations (RMS, for example, if applicable) should be 

evaluated. This error needs to be added to the total error described above, both 

for the average density reconstruction and for the comparison of the experimental 

data to the modeling database, presented in the next section.

2.4 Comparison of experimental data to the 

synthetic diagnostic database

The processed calibrated data can be used for the density reconstruction. How- 

ever, first an analysis of this data is done. It needs to be checked whether the 

experimental points lie inside the area covered by the modeled points, since the 

density can only be reconstructed from values, which lie within the database lim- 

its. Due to the complex shape of the modeling database, using a single area in 

MATLAB was not feasible and several areas were used, which together cover the 

whole database (shown for MILS 1.1 in Figure 25). Points outside the total area 

with an additional buffer layer are counted as points out of range. The buffer rep- 

resents the errors in the modeling data and is applied as circles of a constant value 

at the edge points. This can be improved, as the buffer value of 0.2 corresponds to 

a power error of 20% and a phase error of 0.2°, which does not represent the actual 

errors. When looking for experimental points out of the described areas, the phase 

and power were averaged over 50ms to exclude oscillations. Ideally an error bar for 

each experimental point has to be calculated to do a more precise analysis. In this 

case, a simplified analysis about the origin of points out of range in relationship 

to different plasma parameters is done and presented in the following.
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Figure 25: Different areas with a buffer created to cover all modeled points as 

accurate as possible. Points outside of all those areas including the 

buffers are counted as points out of range.

Different parameters of the discharges were checked for possible correlation with 

points out of range. These parameters are

� Density distribution shape deviation from the shape assumed in the modeling 

database caused by

– Misalignment of the flux surfaces with the limiter contour

– Poloidal density inhomogeneity caused by ICRH

– Poloidal density inhomogeneity caused by resonant magnetic perturba- 

tions (RMPs)

� Phase and power drift due to thermal expansion (subsection 2.2.1)

� Low power values. 

To find possible correlations between the parameters above and the points out of 

range in the phase power diagram, around 70 discharges were processed. The anal- 

ysis showed a wide range of variety regarding the amount and time trace of points 

out of range. In some discharges not a single averaged point deviates from the 

modeled database. In other discharges however, the percentage of outliers ranges 

up to 80%. The distribution of the outlier points in time also differ significantly,
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from being continuous after a certain point in time to being distributed over the 

whole stable plasma plateau. 

In some cases, the calculation of the mean value over a 50ms does not repre- 

sent the actual background value for this interval. This can either origin from 

too many big oscillations or from removing too much data by the ELM removal 

algorithm. Only the data, for which the averaged signal provides meaningful value 

of the background density level, are considered in this analysis.

2.4.1 Deviation of the density distribution shape

As the modeling was done assuming radial plasma density decay and constant 

poloidal density, misalignment of flux surfaces in the MILS measurement region 

can introduce points out of the modeling database. This can either happen because 

of the choice of the plasma shape for a discharge, because of the application of 

the ICRH or when time varying 3D modification of the shape by RMP coils is done. 

To check for possible misalignment of the flux surfaces in the MILS measure- 

ment region, values of the upper and lower plasma triangularity were checked. 

Triangularity is given by

𝛿upper =
𝑅geo −𝑅upper

𝑎 

, 𝛿lower =
𝑅geo −𝑅lower

𝑎
(2.2) 

with 𝑎 being the minor radius, 𝑅geo the geometric major radius, 𝑅upper the major 

radius of the highest vertical point and 𝑅lower the major radius of the lowest ver- 

tical point [19]. No obvious dependency between the points out of range and the 

triangularity was found when looking at the time evolution of the triangularity. To 

have a more precise criterion regarding the alignment of flux surfaces, two points 

within the MILS measurement region were chosen and the normalized plasma 

radius was calculated at those points. If the alignment is good, the difference be- 

tween the plasma radii would be zero. The diagnostic chosen for the calculation of 

the flux surfaces is ’EQH’, which is based on solving the Grad-Shafranov equation 

for the poloidal flux [20] [21]. The precision of the calculated normalized radius 

values depends on the precision of the equilibrium reconstruction in ’EQH’. Other 

equilibrium reconstruction methods can be used for a comparison. How the 𝑅
and 𝑍 coordinates were chosen is explained in the following. The blue lines in 

Figure 26 indicate lines regarding the half power beamwidth, where the power of 

the radiation pattern drops to half of the one along the axis. Thus, the power 

outside the lines is negligible and the alignment of the flux surfaces is important 

only in the poloidal range between the calculated points. In the radial direction,
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the limiter position is chosen for this evaluation, since it is the middle point of the 

radial range of the MILS measurements.

Figure 26: A sketch for the evaluation of the position of the normalized plasma 

radius at the limiter for the two different MILS configurations, with the 

MILS 1.0 axis shown in red.

The intersection points were calculated by intersecting the limiter (black) with 

those lines (blue). The resulting points are marked in magenta. The figure shows 

the two different MILS configurations, which led to different coordinates for the 

upper point. In red the MILS axis for MILS 1.0 is shown. For both configurations 

the coordinates for the lower point are 𝑅lower = 2.155m and 𝑍lower = −0.198m. 

For MILS 1.0 the coordinates of the upper point are given by 𝑅upper0 = 2.203m and
𝑍upper0 = 0.048m and MILS 1.1 being 𝑅upper1 = 2.204m and 𝑍upper1 = 0.065m. 

The analysis showed that the difference in the upper and lower value of the nor- 

malized plasma radius was always in the range of −0.04 ≤ 𝜌upper − 𝜌lower ≤ 0.03
but no obvious connection between the values or ranges for different percentages 

of points out of range could be found. 

Poloidal density inhomogeneity can be present in the vicinity of active ICRH an- 

tennas. It is possible to disturb the density in the limiter region by the electric 

fields produced by the ICRH antenna. However, with the 3-strap ICRH antennas
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at AUG it is possible to reduce the electric field at the antenna limiter position 

[22]. It is done through dipole phasing, meaning the current in the neighbor straps 

are in opposite direction. This configuration, where the electric field is most sup- 

pressed is called ’optimized configuration’. With this configuration, the ICRH 

would not have a strong effect on perturbing the density near the limiters and 

therefore would not introduce points out of range in the MILS phase power dia- 

gram. Thus, it is expected that points out of range do not correspond to the ICRH 

power. This could be confirmed by the analysis, investigating ICRH power values 

up to 3.5MW. 

Another possible cause for misalignment is the use of RMP coils to mitigate ELMs 

in H-mode [23]. The toroidal periodicity of the plasma edge undergoes noticeable 

deformation of the separatrix, altering it by a few percent of the minor radius due 

to the influence of the applied fields created by the RMP coils. When checking 

for possible effects on our signals, values above 500A in the coils were taken into 

consideration, as a criterion that the coils were switched on. However, no obvious 

correlation between the current in the coils and points out of range in the phase 

power diagram could be found. 

Summarizing the investigated points it can be said that the misalignment of the 

flux surfaces in the MILS measurement region or poloidal density inhomogeneity 

caused by ICRH or by RMPs are not strong enough to introduce discrepancies be- 

tween the experiment and the model, where perfectly aligned shape and poloidally 

constant density are assumed. Another reason for the points not appearing as 

points out of range could be a shift in the phase power diagram, while staying 

inside the modeled database.

2.4.2 Phase and power drift

The magnitude of the total phase and power drift was also taken into account. 

It is expected that large drifts cause points to deviate from the model database. 

This can be explained by the compensation of the drift during the processing of 

calibrated data (section 2.2). A larger drift introduces a bigger error during the 

processing, which can lead to deviations from the modeled database. A general 

correlation between points out of range and the drift could not be found. It showed 

in many cases that phase drifts |𝜙drift| > 50°or relative power drifts |𝑃drift| > 0.09
cause outliers. In some cases however, large drifts did not effect the points out of 

range at all. This needs further investigation.
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2.4.3 Low power values

Finally, it was noticed that power ratio values < 0.05 lead to the phase value being 

scattered in a very wide range of values and therefore being located outside of the 

database boundaries. Low level of the power of the signal reaching the receiver in 

the high-density plasma leads to two reasons of increased errors in the data. First, 

low signal-to-noise ratio can lead to large errors or even to unusable data. Second, 

additional error in the phase detection is introduced, when the power level in the 

plasma path differs significantly from the power level in the vacuum reference path 

[12].

2.4.4 Remaining reasons

Furthermore, there are also other possibilities on why the experimental data does 

not correspond to the modeled one. As mentioned before, assumptions about the 

density profile of the plasma were made during the modeling process. Therefore 

possible errors could come from the differences in the density distribution shape 

between experiment and theory. Since the poloidal homogeneity and the align- 

ment of flux surfaces were already discussed, the radial plasma density that was 

modeled by an exponential function and the perfect alignment of the MILS axis 

perpendicular to the background magnetic field are left to introduce discrepancies. 

However, since most of the experimental data lies within the boundaries deter- 

mined by theory one can conclude that the assumptions made were suitable to 

represent the shape of the experimental density profile in most of the cases and 

only a insignificant part of the wave travels in X-mode. 

Finally, there is the possibility that radiation from other diagnostics or other 

sources in plasma can cause points to deviate from the modeled database. How- 

ever, it was observed that the diagnostics in AUG do not interfere with the MILS 

signals as they operate in different frequency ranges [12]. 

Keeping the mentioned aspects in mind, density reconstruction with the now cali- 

brated data, according to subsection 1.3.3, can be done. The density reconstruction 

itself is not part of this thesis.
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3 Discussion and Summary

The newly developed diagnostic MILS measures the density at the edge of the 

plasma in AUG. In order to reconstruct the background density profile a reliable 

processing algorithm for the MILS data is needed. 

This algorithm called ELM removal algorithm was developed within this work. 

It works by taking the raw MILS signals, removing perturbations initially found 

by the "ELM" signal, improving the cutout done with the "ELM" signal and cut- 

ting high oscillations. The algorithm works well for many discharges, but not for 

all. In discharges with many small ELMs during a short period of time the al- 

gorithm removes too much data, which can be improved by making the removal 

of the ELMs dependent on the ELM duration and frequency. It was also noticed 

that not for every discharge the "ELM" shotfile is available. Therefore, only strong 

oscillations were cut by a part of the whole algorithm. One idea of improving this 

cases could be the application second part of the ELM removal algorithm after the 

oscillations are cut. During the calibration of the measured values to actual phase 

and power values, an analysis of the phase values was done. In the analysis of 

the raw phase signals, a dependency of the signals to the ICRH power was found. 

This can be explained by the phasing of the ICRH antennas. 

The calibrated data is further processed by correcting the drift of the signals caused 

by thermal expansion. After the processing the experimental data is compared to 

the data obtained from full-wave 3D modeling. Different reasons for points being 

out of the modeled database are investigated. In general, it is possible that the 

mean value of the signals over 50ms does not represent the actual background value 

of the signal, because too much signal is removed in certain intervals, which would 

introduce points deviating from the model. Apart from this reason, physical er- 

rors are analyzed. First, reasons for the density distribution shape to deviate from 

the shape assumed in the model were investigated. It became clear that poloidal 

density inhomogeneity introduced by ICRH or RMPs are not strong enough to 

introduce points out of range. Second, it is expected that large signal drifts due to 

thermal expansion of the MILS in-vessel components cause points to deviate. In 

many cases, correlation between the large drift values and the outliers was found, 

but in some cases with large drifts no outliers are observed. Further study of this 

correlation is needed. Third, low power values would correspond to the loss of the
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microwave signal and therefore leads to points out of range caused by large phase 

errors. For the remaining discrepancies, a few assumptions can be made. For the 

modeling process, simplifications like the MILS axis being perfectly perpendicu- 

lar to the background magnetic field decay were assumed. This might not depict 

reality as good as possible, as part of the wave could travel in X-mode, when the 

alignment is not perfect. 

As a result of this work, improvements have been introduced to various aspects 

of the MILS data processing and some aspects which require further investigation 

have been identified.
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